A multifidelity aeroelastic analysis has been implemented for design optimization of a lambda wing vehicle. The goal of the multifidelity, multidisciplinary approach is to capture the effects of nonlinear, coupled phenomena on vehicle performance at a cost amenable to conceptual and preliminary design. The goal of the optimization is to maximize range at a supersonic flight condition under constraints on trim, wing deformation, and structural stresses. The design variables include planform shape, material gauges, and cruise angle of attack. The low-fidelity model couples linear, finite-element structural analysis with linear panel aerodynamics. The high-fidelity model couples structural modes with Euler computational fluid dynamics. A single, unified geometric representation is central to the multifidelity, multidisciplinary process, ensuring compatibility between disciplines and fidelities. Finite differences are used to calculate coupled, aeroelastic gradients. Good sensitivities are obtained for the low-fidelity model. However, noise in the high-fidelity response is found to dominate some derivatives, and is an area for further work. The optimization is demonstrated using the low-fidelity simulation, motivating the use of multifidelity techniques to reduce the cost of high-fidelity optimization.

Nomenclature

\begin{align*}
C & \quad \text{Vehicle fuel consumption} \\
C_D & \quad \text{Vehicle drag coefficient} \\
C_L & \quad \text{Vehicle lift coefficient} \\
C_{eg} & \quad \text{Vehicle pitching moment coefficient about the center of gravity} \\
C_M & \quad \text{Optimization objective function} \\
g & \quad \text{Optimization inequality constraint} \\
h & \quad \text{Optimization equality constraint} \\
q & \quad \text{Dynamic pressure} \\
R & \quad \text{Vehicle range} \\
S & \quad \text{Vehicle planform area} \\
V & \quad \text{Vehicle velocity} \\
W_c & \quad \text{Vehicle nominal cruise weight} \\
W_i & \quad \text{Vehicle initial weight} \\
W_f & \quad \text{Vehicle final weight} \\
\rho & \quad \text{Kreisselmeier-Steinhauser weighting parameter} \\
\sigma & \quad \text{Structural stresses}
\end{align*}
I. Introduction

Traditional aircraft design in the conceptual and preliminary phases is based largely on historical data and low-fidelity modeling. This approach is necessitated by the large number of configurations to be evaluated, the speed and cost of higher-fidelity predictions, and the level of detail to which the vehicle has been defined. However, these analyses, which are generally performed without inter-disciplinary couplings, may fail to accurately predict vehicle performance, leading to missed opportunities for improvement as well as cost and schedule overruns to correct defects discovered late in design. Furthermore, decisions made prior to the milestone of down-selecting a vehicle concept drive three-quarters of an aircraft system’s life cycle cost while design freedom diminishes quickly.

Multifidelity design methods seek to address these issues by balancing the cost and accuracy of predicting vehicle performance. Lower-fidelity data may predict the overall trend of the design space and identify promising regions, while higher-fidelity data provide a basis for correcting inaccuracies. These calibrations typically implement surrogate models, such as polynomial expansions or kriging, that capture varying degrees of non-linearity in the error between high and low fidelity. Identifying cases where the calibration process becomes inadequate remains a challenge. The trust region optimization framework is a popular approach to addressing this need. This methodology constrains the use of approximate models to a local region where the corrected low-fidelity data is believed to be adequate. The size of this region is adjusted heuristically based on the error between the approximate and true high-fidelity function.

This paper considers the optimal design of a lambda wing vehicle to maximize its range. The aeroelastic vehicle deformation will be included to provide a more complete picture of performance, and multifidelity methods will be used to provide high-fidelity predictions accelerated by leveraging low-fidelity data. The lambda wing planform strives to balance sub- and supersonic performance. Initially, to demonstrate the optimization framework, the vehicle will be optimized for supersonic conditions only. While the multidisciplinary couplings here are limited to aeroelasticity, the design methods are extensible to include other disciplines such as propulsion as well as stability and control.

II. Methodology

II.A. Optimization Problem Definition

The baseline lambda wing vehicle configuration is depicted in Figure 1. To maximize the vehicle range, a preliminary design-level optimization is performed using static aeroelastic analyses. The multidisciplinary problem includes the planform geometry and structural gauges. The highest fidelity considered consists of body-fitted Euler Computational Fluid Dynamics (CFD) coupled with linear structural mode shapes. The lowest fidelity implements panel aerodynamics tightly coupled with full, linear structural Finite Element Analysis (FEA).

Figure 1. Outer mold line and internal layout of the baseline lambda wing vehicle.
The aircraft range may be calculated using the Breguet range equation,

$$R = \frac{V}{C_L} \frac{C_D}{C_L} \ln \frac{W_i}{W_f}. \quad (1)$$

The lambda wing planform design seeks to balance subsonic and supersonic performance. As a preliminary simplification, the optimization is only considered here at Mach 1.2. A constant engine performance assumption further simplifies the problem. Thus, by rearranging Equation (1) and taking its negative, the objective function to minimize becomes

$$f = -\frac{RC}{V} = \frac{C_L}{C_D} \ln \frac{W_f}{W_i}. \quad (2)$$

For this study, it is assumed that gross take-off mass is constant at 23000 kg based on data taken from Alyanak et al.\textsuperscript{4} This assumption is enforced between different configurations by varying the fuel weight. The aerodynamic performance is driven by the vehicle outer mold line coupled with the aeroelastic deformations, while the weight performance is driven by the structures discipline. The vehicle weight at the end of cruise \(W_f\) equals the weight of subsystems (estimated by textbook methods), payload, and structure.

The optimal designs must satisfy several constraints to be valid. First, the vehicle must trim. At the most basic level, the lift must equal the aircraft weight at the nominal design condition,

$$h_1 = \frac{qSC_L}{W_c} - 1 = 0. \quad (3)$$

As a simplification to the aeroelastic analysis problem, the vehicle is defined without control surfaces, which would be used to trim the moments. For the design optimization, the resultant moments will be monitored but not constrained.

The structure must bear the applied loads without failing. On an element-by-element basis, these constraints may be defined based on von Mises stresses \(\sigma_{VM,i}\) and failure stresses \(\sigma_F,i\),

$$\frac{\sigma_{VM,i}}{\sigma_F,i} - 1 \leq 0. \quad (4)$$

However, this implementation introduces a large number of constraints. Using an aggregation technique such as the Kreisselmeier-Steinhauser (KS) function\textsuperscript{5} reduces the burden on the optimizer by combining stress constraints over patches of structural elements (such as regions of constant thickness skin or spars). The aggregated inequality constraints are defined as

$$g_j = \frac{1}{\rho} \ln \sum_{i=1}^{N_{elem}} e^{\rho \left( \frac{\sigma_{VM,i}}{\sigma_F,i} - 1 \right)} \leq 0. \quad (5)$$

In the absence of aeroelastic divergence analysis, constraints on the wing deflection are also prudent. Limiting the magnitude of the tip displacement, the constraint is expressed as

$$g_k(X) = \frac{\|\delta_{tip}(X)\|_2}{\delta_{lim}} - 1 \leq 0. \quad (6)$$

The structural design variables may be defined under varying levels of assumptions to reduce the size of the optimization problem. At the most detailed level, the upper and lower skins would have separate material gauges, and would be further segmented into spanwise patches delineated by ribs. The wing spars would exhibit a similar stepwise taper. The outboard wing ribs have uniform gauges, as do the inboard bulkheads, ribs, and kick spars.

However, to reduce the size of the design problem for this initial demonstration, the skin gauges are symmetric on upper and lower surfaces, and are constant on three spanwise patches demarcated by the leading edge breaks. The material gauges of the internal structure are also separated into patches. The spar gauges are constant over two separate patches, the outboard wing and the centerbody, as are the ribs. The centerbody bulkheads also have a uniform gauge.

To design the planform, the area is assumed to be constant at 230 m\(^2\) for the full vehicle, again based on data from Alyanak et al.\textsuperscript{4,6} The free design variables considered include aspect ratio, outboard sweep angle, and outboard taper ratio. The aspect ratio is a primary driver of the induced drag and structural weight.
The outboard sweep angle is expected to have a significant impact on wave drag. The centerbody is held constant for packaging considerations, though the sweep angle of the midboard leading edge varies slightly as the chord of the outboard wing varies.

From an overall vehicle perspective, the angle of attack is a design variable free to satisfy the trim condition.

In summary, the reduced-size optimization problem is formally defined as:

\[
\begin{align*}
\text{minimize} & \quad f(X) = C_L(X) \ln \left( \frac{W_f(X)}{W_i} \right) \\
\text{with respect to} & \quad X = [\alpha, AR, \Lambda_{out}, \lambda_{out}, t_{skin}, t_{spar}, t_{rib}] \\
\text{subject to} & \quad h_1(X) = \frac{qSC_L(X)}{W_c} - 1 = 0 \\
& \quad g_1(X) = \frac{1}{\rho} \sum_{i=1}^{N_{skins}} e^{\rho \left( \frac{\sigma_{V,M,i}(X)}{\sigma_{F,i}} \right) - 1} \leq 0 \\
& \quad g_2(X) = \frac{1}{\rho} \sum_{i=1}^{N_{spars}} e^{\rho \left( \frac{\sigma_{V,M,i}(X)}{\sigma_{F,i}} \right) - 1} \leq 0 \\
& \quad g_3(X) = \frac{1}{\rho} \sum_{i=1}^{N_{ribs}} e^{\rho \left( \frac{\sigma_{V,M,i}(X)}{\sigma_{F,i}} \right) - 1} \leq 0 \\
& \quad g_4(X) = \frac{\|\delta_{tip}(X)\|_2}{\delta_{lim}} - 1 \leq 0 \\
& \quad x_i^L \leq x_i \leq x_i^U
\end{align*}
\]

(7)

The multifidelity optimizer currently implemented, as described in Section II.B.4, is an unconstrained optimization algorithm. Thus, to introduce the constraints into the problem, a quadratic penalty function is used

\[
\tilde{f}(X) = f(X) + w_h h_1^2(X) + \sum_{i=1}^{4} w_{g_i} \max \left( g_i(X), 0 \right)^2.
\]

(8)

The penalty weights were selected based on the relative magnitudes of the responses at the baseline configuration, and different weighting schemes are compared in Section III.B. The design variable bounds are provided in Table 1. Note that the aspect ratio variable seems very limited, however, because the entire lifting body is included in the reference area, the variable produces spans ranging from 10 to 30 m.

Table 1. Design variable bounds.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle of Attack (\alpha)</td>
<td>-5</td>
<td>5</td>
<td>degree</td>
</tr>
<tr>
<td>Aspect Ratio (AR)</td>
<td>2</td>
<td>4</td>
<td>—</td>
</tr>
<tr>
<td>Sweep (\Lambda)</td>
<td>35</td>
<td>60</td>
<td>degree</td>
</tr>
<tr>
<td>Taper Ratio (\lambda)</td>
<td>0.2</td>
<td>0.5</td>
<td>—</td>
</tr>
<tr>
<td>Skin Gauge (t_{skin})</td>
<td>0.005</td>
<td>0.05</td>
<td>m</td>
</tr>
<tr>
<td>Spar Gauge (t_{spar})</td>
<td>0.005</td>
<td>0.05</td>
<td>m</td>
</tr>
<tr>
<td>Rib Gauge (t_{rib})</td>
<td>0.005</td>
<td>0.05</td>
<td>m</td>
</tr>
</tbody>
</table>

II.B. Multifidelity, Multidisciplinary Analysis

The responses for the optimization problem defined above are calculated from the multifidelity, multidisciplinary analysis depicted in Figure 2. The process begins with the selection of design variables via an optimizer, parametric study, or other means. The model configuration and geometry generator, Computational Aircraft Prototype Syntheses (CAPS),\(^7\) interprets the parameters into the required aerodynamic and structural analysis models. These models feed the subsequent disciplinary analyses.
The first analysis is the evaluation of the structural weights of the as-designed model using the Automated STRuctural Optimization System (ASTROS). At this point, it is reemphasized that the gross takeoff weight is defined to be constant across all configurations. The structural weights combine with fixed estimates of subsystem weights yield the empty weight used in the range calculation. The margin between takeoff and empty weights indicates the available fuel weight, of which 50% is used for the design maneuver and trim weight.

The structural analysis model is updated to reflect this design weight before running the maneuver loads analysis in ASTROS. This analysis determines the stresses and strains for the structural constraints by trimming (angle of attack only) the vehicle to achieve a prescribed load factor. Since the simplifying assumption is made that the upper and lower skins have the same material gauges, a 9-g pull-up maneuver is sufficient for the analysis.

The same structural analysis model also feeds the subsequent multifidelity static aeroelastic evaluation. All fidelities implemented are required to produce lift, drag, and tip displacement, which will be used in the objective and constraint evaluations. The lowest fidelity considered is ASTROS, which combines linear FEA with panel aerodynamics. It generates structural deformations, lift, and induced drag. The code AWAVE, which is a low-order code that estimates wave drag, was considered to produce a more complete drag estimate. However, parametric studies indicated that the predictions by AWAVE are too noisy to be useful in the optimization. The highest fidelity considered is Fully Unstructured Navier-Stokes 3D (FUN3D) in Euler mode with modal structures calculated again by ASTROS. The loads transfer and mesh deformation are handled internally by FUN3D.

The aeroelastic optimization requires coupled gradients of the response functions. ASTROS already provides sensitivities of responses with respect to the material gauges, and FUN3D provides rigid aerodynamic sensitivities with respect to shape parameters. However the efficient calculation of coupled gradients is a topic of ongoing research. Here, finite differences are used as a demonstration. More efficient and accurate methods will be considered as the tools become available.

II.B.1. Parametric Geometry and Analysis Model Generation

A shared geometric representation of the vehicle is central to the multifidelity, multidisciplinary analysis and optimization. Using a single source ensures that the inputs given to each analysis are consistent and aids in the transfer of data between disciplines. This objective is achieved using CAPS.

Within CAPS exists a parametric, attributed model of the lambda wing vehicle. The attributes provide
logical information required for the generation of analysis inputs. For example, attributes identify the vehicle skins where aeroelastic data transfers take place, symmetry planes for the application of boundary conditions, and bodies to which material properties should be applied. When a design parameter is changed, the geometry is regenerated, and analysis models (meshes, properties, etc.) may be requested for various disciplinary analyses. At the time of writing, analyses demonstrated include structural FEA using two-dimensional elements and aerodynamics from empirical methods, through panel methods, up to Navier-Stokes.

The analysis model generation proceeds as follows. Using the current design parameters, the airfoil cross-sections and the planform shape are determined. Lofting these airfoils provides a solid body representing the outer mold line (OML). These same airfoils also provide the boundaries for defining mid-surface aerodynamic panel models. The CFD domain is generated by subtracting the OML solid from a bounding box.

The internal structure results from intersecting the OML body with a grid representing the structural layout. The layout may have variable topology, though here the topology is held constant, and the shape follows the planform parameterization. The wing skins are extracted from the outer surface of the OML body. Sample geometric entities used for building the analysis models are presented in Figure 3.

II.B.2. Low-Fidelity Aeroelastic Modeling

The low-fidelity analysis is performed with the ASTROS\textsuperscript{8,9} package. ASTROS performs static, modal, and transient linear FEA, and has an internal aerodynamics capability for static and dynamic aeroelastic analyses. The aerodynamics model, Uni\textsuperscript{13} Subsonic and Supersonic Aerodynamic Analysis (USSAERO),\textsuperscript{13} generates pressures based on the superposition of sources and vortices over a panel representation of the vehicle. USSAERO simulates both lifting surfaces and non-lifting bodies, though the latter capability is not required for the current configuration. The transfer of loads and displacements between the two disciplines is handled using surface splines.\textsuperscript{14}

The optimization utilizes the ASTROS static aeroelastic capability, specifying the angle of attack, vehicle
shape, and structural gauges, and receiving the vehicle weight, finite element stresses and displacements, and lift and induced drag coefficients. A mesh convergence study for the aeroelastic cruise prediction is presented in Table 2 for three different vehicle configurations. With the first configuration being the baseline, the second configuration reduces the aspect ratio, increases sweep, and thickens the structure with the goal of creating a very stiff wing. The third configuration, in contrast, increases aspect ratio and reduces the sweep and material gauges to produce a relatively flexible wing. These configurations are illustrated in Figure 4 with sample structural and fluid meshes. The models selected for the optimization have approximately 2200 nodes and 1664 aerodynamic panels for the low-fidelity simulation.

Table 2. Mesh convergence of ASTROS aeroelastic simulation. Errors are with respect to finest mesh.

<table>
<thead>
<tr>
<th>Config 1</th>
<th>FEA Nodes</th>
<th>Aero Panels</th>
<th>$C_L$</th>
<th>Error</th>
<th>$C_D$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>954</td>
<td>104</td>
<td>0.1170</td>
<td>3.9%</td>
<td>6.79E-04</td>
<td>4.8%</td>
<td></td>
</tr>
<tr>
<td>1329</td>
<td>416</td>
<td>0.1141</td>
<td>1.4%</td>
<td>6.60E-04</td>
<td>1.8%</td>
<td></td>
</tr>
<tr>
<td>2249</td>
<td>1664</td>
<td>0.1126</td>
<td>—</td>
<td>6.48E-04</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Config 2</th>
<th>FEA Nodes</th>
<th>Aero Panels</th>
<th>$C_L$</th>
<th>Error</th>
<th>$C_D$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1369</td>
<td>104</td>
<td>0.1835</td>
<td>3.1%</td>
<td>2.63E-03</td>
<td>3.0%</td>
<td></td>
</tr>
<tr>
<td>1375</td>
<td>416</td>
<td>0.1798</td>
<td>1.1%</td>
<td>2.58E-03</td>
<td>1.1%</td>
<td></td>
</tr>
<tr>
<td>2299</td>
<td>1664</td>
<td>0.1779</td>
<td>—</td>
<td>2.56E-03</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Config 3</th>
<th>FEA Nodes</th>
<th>Aero Panels</th>
<th>$C_L$</th>
<th>Error</th>
<th>$C_D$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>894</td>
<td>104</td>
<td>5.97E-02</td>
<td>3.9%</td>
<td>1.47E-04</td>
<td>4.6%</td>
<td></td>
</tr>
<tr>
<td>1294</td>
<td>416</td>
<td>5.83E-02</td>
<td>1.5%</td>
<td>1.43E-04</td>
<td>1.9%</td>
<td></td>
</tr>
<tr>
<td>2234</td>
<td>1664</td>
<td>5.74E-02</td>
<td>—</td>
<td>1.41E-04</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

II.B.3. High-Fidelity Aeroelastic Modeling

The high-fidelity analysis uses the internal aeroelasticity capability in the NASA FUN3D code. The results presented here assume an inviscid fluid. FUN3D is a node-centered, implicit, upwind-differencing finite-volume solver. The integrated aeroelastic analysis utilizes a modal structural representation computed by an external solver, in this case ASTROS. While the coupled aeroelastic equations are implemented for transient analysis, here the solution is time-marched to static equilibrium. The volume mesh deformation implements a linear elastic analogy driven by the surface mesh displacements transferred from the structure. The initial grids are generated using AFLR for the surface and volume meshes. A representative mesh is provided in Figure 5.

The transfer of mode shapes from the structural mesh to the fluid surface mesh is handled by CAPS internally. The structural and fluid surfaces are matched by tagging the parametric geometry model with attributes. The nodal displacements from the structural solution are read in through an analysis interface and mapped onto the source geometry, which has knowledge of both the structural and fluid meshes. Each mode shape is then transferred to the fluid surface mesh by interpolating the displacements from the structural mesh through this shared geometry. This transfer is performed automatically with no further action required by the user.

A mesh convergence study is provided in Table 3 for the same three configurations as ASTROS. The meshes used for optimization have approximately 300,000 nodes for the CFD mesh and 2200 nodes for the FEA mesh. Eighteen mode shapes are included in the dynamic analysis. The finite element model is allowed to have rigid body motion about the wing box root to simulate free flight, though the rigid body modes are omitted from the CFD simulation. Inviscid wall boundary conditions are applied to the wing outer mold line, and the symmetry plane is modeled with a symmetric boundary condition.

The time step is selected to have twelve steps per cycle of the highest modal frequency. A maximum of twenty subiterations are used per time step, though temporal error tracking is also used. After the first time step, the subiteration sequence is truncated once the continuity residual of the mean flow falls two orders of magnitude below the estimated temporal error. However a minimum of six subiterations are used over the vast majority of time steps. The CFL number used is fifty.
Figure 4. Automated structural and fluid meshes for three vehicle variants (top: structure with transparent skins, bottom: fluid surfaces). Coarse meshes are shown, and missing cells along the fluid mesh root are artifacts of clipping the symmetry plane for clarity.

Table 3. Mesh convergence of FUN3D+ASTROS aeroelastic simulation. Errors are with respect to finest mesh.

<table>
<thead>
<tr>
<th>FEA Nodes</th>
<th>CFD Nodes</th>
<th># Modes</th>
<th>Steps per Min Period</th>
<th>$C_L$</th>
<th>Error</th>
<th>$C_D$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Config 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1329</td>
<td>70254</td>
<td>12</td>
<td>12</td>
<td>8.655E-02</td>
<td>-2.8%</td>
<td>3.411E-02</td>
<td>2.2%</td>
</tr>
<tr>
<td>2249</td>
<td>292385</td>
<td>18</td>
<td>24</td>
<td>8.834E-02</td>
<td>-0.78%</td>
<td>3.354E-02</td>
<td>0.51%</td>
</tr>
<tr>
<td>2249</td>
<td>856564</td>
<td>18</td>
<td>24</td>
<td>8.903E-02</td>
<td>—</td>
<td>3.337E-02</td>
<td>—</td>
</tr>
<tr>
<td>2249</td>
<td>292385</td>
<td>18</td>
<td>12</td>
<td>8.834E-02</td>
<td>-0.78%</td>
<td>3.354E-02</td>
<td>0.51%</td>
</tr>
<tr>
<td><strong>Config 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1375</td>
<td>64441</td>
<td>12</td>
<td>12</td>
<td>1.327E-01</td>
<td>-2.8%</td>
<td>3.468E-02</td>
<td>1.2%</td>
</tr>
<tr>
<td>2299</td>
<td>272846</td>
<td>18</td>
<td>24</td>
<td>1.354E-01</td>
<td>-0.81%</td>
<td>3.429E-02</td>
<td>0.058%</td>
</tr>
<tr>
<td>2299</td>
<td>800532</td>
<td>18</td>
<td>24</td>
<td>1.365E-01</td>
<td>—</td>
<td>3.427E-02</td>
<td>—</td>
</tr>
<tr>
<td>2299</td>
<td>272846</td>
<td>18</td>
<td>12</td>
<td>1.354E-01</td>
<td>-0.81%</td>
<td>3.429E-02</td>
<td>0.058%</td>
</tr>
<tr>
<td><strong>Config 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1294</td>
<td>73048</td>
<td>12</td>
<td>12</td>
<td>5.803E-02</td>
<td>-5.7%</td>
<td>3.495E-02</td>
<td>2.8%</td>
</tr>
<tr>
<td>2234</td>
<td>305809</td>
<td>18</td>
<td>24</td>
<td>6.034E-02</td>
<td>-2.0%</td>
<td>3.420E-02</td>
<td>0.62%</td>
</tr>
<tr>
<td>2234</td>
<td>898825</td>
<td>18</td>
<td>24</td>
<td>6.156E-02</td>
<td>—</td>
<td>3.399E-02</td>
<td>—</td>
</tr>
<tr>
<td>2234</td>
<td>305809</td>
<td>18</td>
<td>12</td>
<td>6.034E-02</td>
<td>-2.0%</td>
<td>3.420E-02</td>
<td>0.62%</td>
</tr>
</tbody>
</table>
A typical convergence history is shown in Figure 6. Because finite differences are used for gradients, the solution must be deeply converged to ensure accurate sensitivities. After a study of twenty-nine different configurations, the solution was found to be highly converged after approximately 3000 iterations.
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**Figure 6.** Typical convergence histories for aeroelastic CFD. Errors in aerodynamic coefficients are with respect to the last time step. After approximately 3500 iterations, the error vanishes to the precision of the output file.

### II.B.4. Multifidelity Optimization Algorithm

The multifidelity optimization algorithm used for this design problem is the new approach of Bryson and Rumpfkeil.\(^1\) This approach is based on Trust Region Model Management (TRMM)\(^3\) with hybrid additive-multiplicative corrections (or bridge functions) to the low-fidelity analysis.\(^19\) However, the methodology adopted differs from traditional multifidelity trust region approaches in two important ways.

First, the typical approaches to hybrid bridge functions focus on finding a convex combination of individually calibrated additive and multiplicative corrections. Several strategies have been proposed for selecting the weights of the two corrections. For example, Gano, Renaud, and Sanders\(^2\) and Ng, Huynh,
and Willcox\textsuperscript{23} propose calculating the weights to force the low-fidelity model to match previously calculated high-fidelity data at a second point (in addition to the current design point), such as the previous design point or the nearest available data. In a different approach, Fischer, Grandhi, and Beran\textsuperscript{24} use a Bayesian update scheme to update the weights based on data in a region surrounding the current design. Alternatively, the new approach seeks complementary corrections, which gives the surrogate model the ability to leverage multiplicative corrections where they are best used, while focusing additive corrections in other areas. Comparisons indicate that seeking complementary corrections produces superior surrogate models of the response of interest.

Second, the algorithm of Bryson and Rumpfkeil\textsuperscript{18} uses the approximate model in a different phase of optimization than the standard TRMM. TRMM implements a complete sub-optimization (multiple line searches in different directions) on the approximate model at each iteration. However, knowledge of the design space is not passed on from one iteration to the next except for the sizing of the trust region that limits use of the approximate model. This parameter is determined heuristically based on the performance of the previous approximate model relative to the true high-fidelity data. The proposed unified approach, on the other hand, utilizes the approximate model only in the line search, and determines the search direction only from high-fidelity data gathered over all the iterations, helping the optimizer to more efficiently search the design space. The unified approach still utilizes a trust region to limit the maximum allowable step size; elimination of this heuristic is a subject for future research. In addition to having memory of previous iterations, the new approach reduces the burden on the surrogate model from requiring accuracy throughout an N-dimensional hyperspace to only needing accuracy along a line through the hyperspace.

For details on the optimization algorithm and performance comparisons for analytical test functions ranging from two to twenty-five dimensions, the reader is referred to Bryson and Rumpfkeil.\textsuperscript{18}

III. Results

III.A. Parametric Studies

Initially, the two aeroelastic simulations are run for a set of twenty-eight different cases; each design variable is swept through five levels, intersecting at the baseline design. A small step is taken above and below the base design, which can be used to visually verify the correctness of the finite difference gradients. Secondly, larger steps are taken to test the robustness of the simulations near the edges of the domain. Additional points are added to the sweeps of skin and rib gauges and aspect ratio to further resolve response nonlinearities and more clearly indicate the correctness of the gradient. The results of these sweeps are presented in Figures 7–11.

In addition to the variation of the responses with individual design variables, gradients calculated by finite differences are shown by vectors at the baseline design point. For the low-fidelity simulation, a step size of $10^{-3}$ relative to the design variable value is found to produce reliable gradients for all the design variables and responses. However, the high-fidelity model exhibits noise in the response, resulting in inaccurate sensitivities for a relative step size of $10^{-2}$. These difficulties are highlighted by gradient vectors that are not tangential to the response curves in Figures 7–11. The dynamic simulations have been run out to long time horizons to ensure they are sufficiently converged to static equilibrium. Still, the noise remains, and is a topic of future investigation. A current theory is that movement of a shock on the wing, exacerbated by coupling with the modal structure, is the source.

Figure 7 shows the variation of lift coefficient for the two models. As expected the variation is linear for ASTROS, and nearly so for FUN3D over the range of angles of attack. This difference may be easily corrected by the calibrations between fidelities. The lift exhibits a hump with a maximum around aspect ratio of three, predicted by both fidelities. This hump may be indicative of an aeroelastic reversal, where the increased wing twist as angle of attack increases results in reduced lift, contrary to the expectation. This conclusion is supported by the tip displacement variation in Figure 9. The two fidelities show disagreement in the trend of lift with sweep angle and taper ratio. These differences require further investigation, but appear easily correctable by negating the ASTROS result, scaling, and adding an offset. The lift exhibits only slight variation with the structural gauges, which would be anticipated because the aeroelastic deformations are small. The greatest variation is with the skin thickness, which provides most of the bending and torsional stiffness.

Figure 8 shows the variation of drag coefficient for the two models. Again, the ASTROS prediction only includes induced drag as the AWA\textsuperscript{3}E wave drag prediction was determined to be too noisy to be useful.
Even so, the ASTROS drag follows the trend of that for FUN3D very well, differing only by a constant (i.e., the wave drag coefficient). As anticipated, FUN3D predicts decreasing drag with increasing sweep angle as the shock weakens. There is only slight variation in drag with the other parameters.

Figure 9 shows the variation of tip displacement. As expected, as skin thickness increases, the displacement decreases with ASTROS. However, FUN3D predicts a decrease initially, then an increase. This discrepancy may be an artifact of the modal model linking tip displacements with deformations nearer the root. The trends are similar between the two models for the other parameters, with the exception of angle of attack. This discrepancy may be due to the similar modal linking and requires further investigation. However, the tip displacements are small relative to the chord, and the displacement constraint is likely to be inactive in most cases. Furthermore, this constraint is only used to protect the optimizer from regions of the design space where the wing may be aero-elastically unstable.

The KS functions for the stress constraints are plotted in Figure 10. The stress constraints show no variation with angle of attack. This result is expected because the stress analysis determines a trim angle of attack to produce a pull-up. Hence, the angle of attack in the stress analysis is independent of the prescribed cruise angle. As anticipated, the stresses increase with aspect ratio due to larger bending moments for longer spans. Similarly, as the wing is swept aft, the wing becomes slightly elongated along the spar, resulting in larger bending moments and stresses. As taper ratio increases (i.e., the tip becomes larger), more load is shifted outboard, again increasing bending moments. Finally, as expected, as the structural gauges are increased, the stresses decrease as there is more material to carry the load.

The variation of vehicle empty mass is depicted in Figure 11. As expected, the mass does not change with angle of attack. As aspect ratio and taper ratio increase, the empty mass decreases by a small amount. This is due to slight variations in the center body at the outboard wing joint. To maintain constant area, the midboard sweep angle and chord length adjust by a small amount. These small changes ripple over a large area of the centerbody where the vehicle is comparatively thick. Thus small reductions in chord length at the joint lead to reductions in structural mass. In contrast, sweeping the outboard wing does not change the centerbody planform. As the wing sweeps aft, it elongates slightly, increasing mass. As anticipated, mass increases as the structural gauges increase.

III.B. Optimization

Results of preliminary optimizations using the low-fidelity function alone are presented in Figures 12 and 13. As mentioned previously, accurate high-fidelity finite differences have not been established, so optimiza-
Figure 8. Comparison of drag coefficient variation with design variables for ASTROS (red; induced drag only) and FUN3D (blue). Vectors indicate direction of finite-difference gradient at baseline point.

Figure 9. Comparison of tip displacement variation with design variables for ASTROS (red) and FUN3D (blue). Vectors indicate direction of finite-difference gradient at baseline point.
Figure 10. Variation of stress constraint KS functions with design variables (skin constraint—red, spar—green, rib—blue). Vectors indicate direction of finite-difference gradient at baseline point.

Figure 11. Variation of vehicle empty mass with design variables. Vectors indicate direction of finite-difference gradient at baseline point.
tion using the high-fidelity simulation is left for future work. For optimization with a single fidelity, the multifidelity optimizer simplifies to the BFGS quasi-Newton algorithm of Byrd, Lu, and Nocedal. Two different constraint penalty weightings are used. For the first function, the trim constraint is weighted by a factor of 10, whereas in the second it is weighted by a factor of 1. In both cases, the range objective and displacement constraints are weighted factors of 1, and the stress constraints are weighted by a factor of 10. The reasoning behind the larger weightings is that these constraints have bearing on the physical validity of the solution, and minimal constraint violations are sought in the optimal solution. The displacement constraint, on the other hand, is introduced solely to prevent the optimizer from searching in regions where the solution may diverge, either aero-elastically or numerically. Thus, larger deviations beyond the limit are physically acceptable. The trim weighting was varied between the two functions in an attempt to provide the optimizer with more freedom to explore the design space without the narrow limits enforced by the trim constraint. Ultimately, the second penalty function with the less-restrictive trim weighting produced a better design. The geometry of the two results are compared to the initial design in Figure 14.

![Figure 12. Comparison of convergence histories and function/gradient calls required for two penalty function weightings](image)

![Figure 13. Design variable convergence histories.](image)

![Figure 14. Comparison of final designs. Initial design is shown in gray, penalty function 1 result in blue, penalty function 2 result in red.](image)
After the first iteration, in which the optimizer adjusts the angle of attack to satisfy the trim constraint, progress slows for several iterations. During this period of little progress, the optimizer incurs most of its expense in terms of function and gradient calls, requiring on the order of fifty calls in the first five iterations. This behavior would seem to indicate that early in the optimization, the optimizer is working on building a good approximation of the inverse Hessian so that the expected optimal points are acceptable. Once a good approximation is obtained, the optimizer rapidly reduces the penalty functions by an order of magnitude.

In both cases, the structural gauges are driven to the lower limit, with margin in the stress constraints to further lighten the structure. Thus, in future optimizations, the lower bounds may be relaxed. The sweep angle also goes to the lower bound in these cases. This is expected because the low-fidelity model does not contain an estimate of wave drag, which would drive the wing to be swept. For these cases, where only induced drag is considered, unsweeping the wing reduces weight, improving the range objective. The aspect and taper ratios between the two optimizations differ, requiring further investigation.

The number of function and gradient evaluations required in the first several iterations highlights the opportunity for multifidelity optimization to reduce cost. If the number of evaluations required using high-fidelity data is similar, replacing the line search with cheaper corrected data could produce a major cost savings.

IV. Summary and Future Work

In summary, a framework has been constructed for the multifidelity, aeroelastic analysis and optimization of air vehicles. A central aspect of this framework is the common geometric representation for each analysis discipline and fidelity. This shared source facilitates information transfer between codes and the generation of consistent analysis meshes.

Parametric studies are performed to illustrate the level of agreement (or disagreement) between analysis fidelities for aerodynamic coefficients, aeroelastic responses, and structural stresses. The studies show reasonable agreement in most cases, and in many cases may be corrected by low-order corrections used in the proposed multifidelity optimization.

Preliminary results are presented for aeroelastic optimizations with the low-fidelity model. The number of function calls in early iterations highlights the opportunity for savings by replacing high-fidelity simulations with corrected low-fidelity data.

Future work includes demonstrating the full multifidelity optimization algorithm using the analyses presented. Further work is needed to verify the accuracy and precision of finite difference sensitivities to prevent numerical difficulties in the optimizer. True analytic aeroelastic sensitivities may be introduced as they become available to avoid these issues. Finally, modification of the proposed multifidelity optimization algorithm to handle constraints directly rather than through penalty functions is a topic of future research.
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